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Abstract 

Allometric model, in logarithm form, is generally fitted using "Method of least squares". This 
methodology is applicable only when response variable, viz. weight of a fish is assumed to be 
described by a single fixed number corresponding to each fixed value of explanatory variable, 
viz. length of a fish. But in reality, due to fuzziness or vagueness.of underIying phenomenon, 
weights of fish of exactly equal lengths need not be same. Thus, response vai'iable is fuzzy or 
vague as it can be described only by an interval. To deal with this situation, "Method of fuzzy 
least squares" is discussed. Finally, the methodology is illustrated on some length-weight data 
of fish culled from literature. 

Allometric model is extensively em- 
ployed for determining length-weight 
relationship that serves two-fold purpose: 
(i) converting length measurements to 
weight estimates, and (ii) computing con- 
dition indices regarding well-being of fish. 
In reality, weights of fish of even equal 
lengths are not exactly same, i.e. these 
vary and so can be described only by an 
interval. As no methodology was avail- 
able until now to deal with a situation in 
which data pertaining to response vari- 
able is vague or fuzzy, the onIy way out 
was to somehow restrict the data to pre- 
cise or crisp form. However, by doing so, 
a lot of vital information about the under- 

present paper is to discuss this approach 
and apply it to some real data so that 
fishery scientists may start using it for 
determining length-weight relationship 
more efficiently. 

Material and lhethods 

The well-known allometric model is 
usually expressed, in logarithmic form, as 

W = a + b L + €  ... (1) 

Here L and W represent respectively 
logarithms of length and weight of a fish 
and E is the error term. Parameters 'a' 
and 'b' are estimated employing "Method 
of least squares" (Draper and Smith, 1998). 

lying phenomenon is undoubtedly lost. In eq.(l), it is assumed that response 

Fortunately, a new technique called can be a sing1e 
u ~ u z z y  regression methodology (FRM)~  number for every fixed value of explana- 
has recently been developed (Kacprzyk tory variable L- However, in reality, for 
and Fedrizzi, 1992) which is capable of every fixed value of L, the variable W lies 
handling fuzzy data. The objective of the in an interval. In FRM (Ishibuchi, 1992)~ 
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first step is to replace eq.(l) by following 
equation : 

< W c ,  Wr > = < a c ,  ar > + 
< b c , b r > L  . . . (2) 

The essential difference is that now the 
parameters 'a' and 'b' and consequently 
'W' are each expressed by an interval and 
so each one of these is described by two 
quantities; subscripts 'c' and 'r' indicate 
respectively centre and radius or width. 
Thus, for example, parameter 'b' is now 
fuzzy and is expressed by a centre value 
bc and radius br. It may be noted that, in 
eq.(2), the explanatory variable 'L' is crisp 
and not fuzzy. 

In order to estimate parameters of 
eq.(2), "Method of fuzzy least squares" 
(Diamond, 1988) is employed. In this 
approach, parameters are estimated by 
minimizing total vagueness, i.e. sum of 
widths of predicted intervals under the 
constraints that all data points fall within 
estimated interval of response variable. 

Eq.(2) can be expressed as (Savic and 
Pedrycz, 1991) : 

and 

Now total vagueness in the model with 

m data points is ~ r j .  The problem of 
j=1 

estimation can be viewed as a "Linear 
programming problem" (LPP) (Taha, 
1997) and can be formulated as follows: 

Minimize 

Subject to 

m 
[(a, + b, .L, ) + (ar + br .IL~I)] t ~1 

and 

For crisp data, least square estimators 
satisfy optimum properties. Therefore, it 
is logical to set centre values in fuzzy least 
squares (FLS) method equal to correspond- 
ing least squares (LS) estimates. Accord- 
ingly, estimates of ac and bc are taken 
respectively as LS estimates of parameters 
a and b appearing in eq.(l). These can be 
obtained by employing any standard sta- 
tistical software package, such as Statis- 
tical Analysis System. Now the remaining 
two quantities, viz. ar and br are to be 
estimated. To this end, "Simplex proce- 
dure" (Taha, 1997) is generally employed 
for solving the above LPP. Many software 
packages are available for achieving the 
task. Some of these, such as LP88, LINDO 
are specially meant for solving LPP, 
whereas general purpose Statistical Analy- 
sis System (SAS, 1998) software package 
has an inbuiIt procedure, viz. Proc LP. 
However, any standard spreadsheet pack- 
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age, like Microsoft Excel can also be used The estimated weights corresponding 
to solve LPP manually. to various observations on lengths, com- 

Results and discussion puted using eqs.(6) or (7), are reported in 
the third column of Table 1. Further, 
predicted intervals for LS and FLS esti- 

length-weight data fish given in mates are computed using the following 
Jayaprakash (1999) is considered and is formulae : 
reproduced in Table 1 for ready reference. 
Using "Method of least squares" to above (4.24 x L2.88, 9.07 x lod L3.04 ) 

data, eq.(l) yields and 

W = -11.99 + 2.96 L . . . (6) ( 5.40 x 1 0-6 L2.96, 7.14 x 1 L2.96 1 
(0.38) (0.08) Widths of 'these are given respectively 

Figures in parentheses represent corre- in fourth and fifth columns of Table 1. A 
sponding standard errors of estimates. 
NOW putting ac = -11.99 and bc = 2.96 in Table 1. Fitting of fuzzy allometric model 

eq.(5), the LPP is Length Weight Estimated Width of 
(mm) (g) weight (g) predicted 

Minimize interval (g.) 

[ar+br (4.38 + 4.44 + ... + 5.04) I Least Fuzz 
squares least 

Subject to the following sets of condi- squares 

tions 80 3.05 2.68 4.32 0.76 

(-11.99 + 2.96 x 4.38) - (ar + 4.38 b) I 1.12 85 3.07 3.20 5.2,l 0.91 

(and so on) 90 3.68 3.79 6.22 1.08 

and 
105 6.10 5.99 10.01 1.70 

(-11.99 + 2.96 x 4.38) + (ar + 4.38 b) 2 1.12 110 6.65 6.87 11.56 1.95 

(and so on) 115 7.65 7.84 13.26 2.23 

and 125 10.14 10.03 17.15 2.85 

Employing SAS (1998) software pack- 
140 14.48 14.03 24.32 3.99 

age to solve the above LPP, the estimated 
145 15.32 15.57 27.10 4.43 model is 
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perusal indicates that average widths of 
predicted intervals for LS and FLS esti- 
mates are respectively 15.92 and 2.64. To 
get visual idea, predicted intervals for LS 
and FLS procedures along with data, are 
exhibited in Figure 1. 
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using "Method of fuzzy least squares" 
have much shorter average widths as 
compared to that obtained using "Method 
of least squares". This implies that former 
procedure is more efficient than latter. 
However, this aspect is only of secondary 
importance. The main message emerging 
out of present paper is that correct meth- 
odology to determine length-weight rela- 
tionship in fish is that of "Fuzzy least 
squares" rather than ordinary "Least 
squares". .. . 
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